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Abstract
We apply average-case complexity theory to physical problems modeled by continuous-time dynamical systems. The computational complexity when simulating such systems for a bounded time-frame mainly stems from trajectories coming close to complex singularities of the system. We show that if for most initial values the trajectories do not come close to singularities the simulation can be done in polynomial time on average. For Hamiltonian systems we relate this to the volume of “almost singularities” in phase space and give some general criteria to show that a Hamiltonian system can be simulated efficiently on average. As an application we show that the planar circular-restricted three-body problem is average-case polynomial-time computable.
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1 Introduction
Many phenomena in nature can be modeled by continuous-time dynamical systems. Analyzing such phenomena is usually done by simulating the evolution of a system with digital computers. It is therefore crucial to better understand the computational properties of dynamical systems. One of the most basic questions one can ask about such a system is given the state of the system at some time \( t_0 \) what will be the state at some time \( t > t_0 \), i.e., to simulate the evolution for a finite time-frame.
The extended Church-Turing thesis is the statement that any physical computation device can be simulated efficiently with a Turing machine. While the thesis might be incompatible with quantum computation, at least for classical (non-quantum) physical computation the assumption seems reasonable. Thus, it should be possible to simulate trajectories of dynamical systems for problems in (classical) physics for a bounded time-frame efficiently as nature already provides an efficient “computation device”. However, accurate numerical simulation of dynamical systems can be very hard. For example, Miller pointed out the difficulties when integrating the famous gravitational $N$-body problem [16]. The $N$-body problem is the problem of predicting the motion of $N$ point masses under their mutual gravitational attraction. For a moderate number $N$ of point masses, the main difficulty arises because close encounters of particles cause instabilities. Indeed, two particles colliding leads to a singularity in the analytic function describing the dynamics. On the other hand, Saari could show that at least for $N \leq 4$ singularities are rare in the sense that the set of initial values leading to singularities has Lebesgue measure zero [21, 22] (for $N > 4$ this is an open problem). Thus, a possible resolution to the inconsistency with the extended Church-Turing thesis might be that hard instances are extremely rare in nature and therefore it is possible to do the simulation efficiently on typical inputs. For further discussion on the extended Church-Turing thesis in classical physics, see e.g. [26].

The theory of real number computation based on a realistic model of approximation is known as \textit{computable analysis}. Using this model, computational complexity theory can be applied to real functions [7, 8]. Simulating a continuous-time dynamical system corresponds to solving an initial value problem (IVP) for systems of ordinary differential equations. There are already several results on the computational complexity of solving IVPs in computable analysis. In particular, if the right-hand side function $f$ of the equation $\dot{y} = f(y)$ is polynomial-time computable and Lipschitz-continuous, the unique solution $y$ can be computed in PSPACE and can be hard for this class [6, 4]. On the other hand, for analytic right-hand side function the solution is also a polynomial-time computable function [18, 9]. However, this formulation does not really capture the notion of what is usually understood by simulating a dynamical system, as it is assumed that the solution exists on the whole time interval and only takes values in a known compact set, and there are several hidden factors depending on the function and the initial value that heavily influence the efficiency in practice.

Instead of fixing the initial value, it is therefore more natural to study the complexity of the function mapping initial values and time to the corresponding solution. This, however, poses the problem that the worst-case complexity for most interesting systems is unbounded. Indeed, it is quite obvious that the simulation should take longer the closer a trajectory approaches a singularity of the system as then higher precision is required. Nonetheless, the system might behave well for most initial values in the sense that the trajectory does stay far away from any singularities. We would then expect efficient simulation to be possible on typical inputs.

In this paper we want to formalize this intuition. In classical complexity theory, the notion of being efficiently computable on typical inputs is usually captured by \textit{average-case complexity theory}, which often provides a more significant measure of the performance of an algorithm than worst-case complexity when the hard instances are rare. However, finding the right notion of average-case complexity poses some subtle difficulties. A structural theory of average-case complexity for discrete problems was introduced by Levin [13]. Schröder, Steinberg and Ziegler recently extended Levin’s definition of average-case complexity to problems on real numbers [23].
In this paper we use their definition to show that many physical problems are indeed efficiently solvable on average. We first give a short introduction to the model of computation in Section 2 and define the most important notions that we need in the rest of the paper. In Section 3 we formalize a parameterized result for IVPs with analytic right-hand side. We show that restricted to a compact domain where the dynamics take place the solution can be computed in time polynomial in the output precision and a natural parameter depending on the function and the domain. In Section 4 we use this to show that if the “probability of trajectories to get close to complex singularities of the system” is small and if the right-hand side function can be evaluated efficiently on points not close to singularities, the simulation can be done in polynomial time on average. We then focus on a special case of dynamical systems that play an important role in classical physics, the Hamiltonian systems, and show that there is a simple way to bound the above probability in terms of the volume of singularities in phase-space. Finally, we apply our theorem to show that a special case of the three-body problem, the planar circular restricted three-body problem, can be simulated in polynomial time on average.

2 Computability and complexity in analysis

Computable Analysis extends classical computability theory to deal with uncountable quantities such as real numbers. The theory already dates back to Turing [24] with later important contributions for example by Grzegorczyk [3] and Lacombe [12]. The rigorous study of complexity in this model was initiated by Ko and Friedman [8]. In this section we briefly summarize the most important definitions. For a more detailed overview the reader is referred, e.g., to Weihrauch’s monograph [25].

2.1 Computing real numbers and functions

Classically, computability is typically defined using Turing machines or an equivalent model of computation. Turing machines compute functions from finite strings to finite strings, that is, functions $F : \Sigma^* \rightarrow \Sigma^*$ for some fixed finite alphabet $\Sigma$. While computations over discrete objects like natural numbers, rational numbers or graphs can be defined by choosing an appropriate encoding for these objects as finite strings, the set of reals is uncountable and it is therefore impossible to find such an encoding. On the other hand, any real number can be approximated with arbitrarily small error by rational numbers. A real number $x$ can therefore be encoded by a function that gives arbitrary exact approximations of $x$. More formally: A function $\phi : \Sigma^* \rightarrow \Sigma^*$ is called a name for a real number $x \in \mathbb{R}$ if it maps strings of length $n$ to the binary encoding of some integer $z$ such that $|x - \frac{z}{2^n}| \leq 2^{-n}$. Any real number has infinitely many different names. We say $x$ is computable if it has a computable name.

Similarly, a function $f : \mathbb{R} \rightarrow \mathbb{R}$ is computable if there is a computable function mapping names of $x$ to names of $f(x)$, i.e., an algorithm that computes approximations of the output $f(x)$ with arbitrary precision while having access to arbitrary exact approximations of the input $x$. Such computation on names can be formally defined using oracle machines. Oracle machines can make queries to an oracle, a function $\phi : \Sigma^* \rightarrow \Sigma^*$, during the computation. When making such a query the string $w$ on a special tape, the so-called oracle tape, is replaced by the value of $\phi(w)$ in a single time-step. We denote the oracle machine $M$ with oracle $\phi$ by $M^\phi$. $M^\phi$ again computes a function $\Sigma^* \rightarrow \Sigma^*$, A computable real function can then be defined as follows: A partial function $f : \subseteq \mathbb{R} \rightarrow \mathbb{R}$ is computable if there is an oracle machine $M$ such that whenever $\phi$ is a name for $x \in \text{dom } f$ the machine $M^\phi$ computes a name
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for \( f(x) \). The machine can behave arbitrarily on elements outside the domain of the function. The definition can be easily generalized to multidimensional functions \( f : \mathbb{R}^n \to \mathbb{R}^m \) by allowing multiple oracle and output tapes.

The running time \( T_M(\varphi, w) \) for an oracle machine \( M \) with oracle \( \varphi : \Sigma^* \to \Sigma^* \) and input \( w \in \Sigma^* \) is defined as the number of steps the machine makes. If the machine \( M \) computes a real function \( f : \mathbb{R} \to \mathbb{R} \) we can thus define the (worst-case) running time \( T_M(x, n) \in \mathbb{N} \cup \{\infty\} \) of \( M \) for an argument \( x \in \mathbb{R} \) and output precision \( n \in \mathbb{N} \) as an upper bound of \( T_M(\varphi, 0^n) \) over all names \( \varphi \) for \( x \). We further say that a computable function \( f : \mathbb{R} \to \mathbb{R} \) has (worst-case) time-complexity \( T : \mathbb{N} \to \mathbb{N} \) if \( T_M(x, n) \leq T(n) \) for all \( x \in \text{dom} f \) and that \( f \) is polynomial-time computable if \( T \) is a polynomial. Thus, the time-complexity of a real function is given in terms of the number of steps necessary to approximate the solution up to precision \( 2^{-n} \) depending on the output precision \( n \in \mathbb{N} \).

Most work in real complexity theory restricts \( \text{dom} f \) to be a fixed compact set as this makes sure that a (finite) complexity bound exists. A more general theory taking into account the “size” of an oracle can be found in [5].

In this paper we sometimes use the notation that \( f \) is computable on some maximal domain \( \text{dom} f \) and uniformly allows some time-bound on a restricted subset of the domain. By this we mean that there is a single algorithm to compute \( f \) on its domain and the running time of this algorithm can be bounded on this subset.

### 2.2 Average-case complexity for real functions

Worst-case complexity as defined above has the disadvantage that the cost can be dominated by a small number of instances. A problem that can be solved efficiently on most inputs might still be hard from the perspective of computational complexity. Average-case complexity studies the average running time of an algorithm over all inputs and often gives a more realistic measure for the efficiency of an algorithm. Similarly to the class \( P \) in worst-case complexity we would like to have a class of average-case polynomial-time problems that we consider as “efficient on average”. This notion should fulfill some basic robustness criteria. For example, composition of an average-case polynomial-time computable function with a worst-case polynomial-time computable function should still be computable in polynomial time on average. However, already in the discrete case this robustness property is not fulfilled by the most intuitive definitions. A definition that resolves this problem was given by Levin [13]. Schröder, Steinberg and Ziegler [23] recently extended Levin’s notion to real number computations:

> **Definition 1.** Let \((X, \Sigma, \mu)\) denote a probability space and \( T : X \times \mathbb{N} \to [0, \infty] \) a measurable function. We say that \( T \) is polynomial-time on average if there is some \( \varepsilon > 0 \) such that the function

\[
  n \mapsto \frac{1}{n} \int_X (T(x, n))^\varepsilon \, d\mu
\]

is bounded by some constant \( c > 0 \).

If an algorithm runs in polynomial-time on average, there is a high probability that it runs in polynomial-time for a randomly selected input as by Markov’s inequality for any \( k > 0 \) it is

\[
  \Pr[T(x, n) \geq kn^{\frac{1}{2}}] \leq \frac{c}{k^\varepsilon}.
\]

In this paper we only consider the case where \( X \subseteq \mathbb{R}^d \), \( \Sigma \) is the Borel algebra over \( \mathbb{R}^d \) and \( \mu(A) = \frac{\lambda(A)}{\lambda(X)} \) where \( \lambda \) denotes the Lebesgue measure on \( \mathbb{R}^d \).
3 Complexity of simulating dynamical systems

Dynamical systems are used to describe the evolution of a system over time. A dynamical system on the reals can be formally defined as follows:

**Definition 2.** A dynamical system is a triple $(X, T, \Phi)$ of a non-empty set $X \subseteq \mathbb{R}^d$ called the *phase space*, a time set $T \subseteq \mathbb{R}$ and a (partial) function $\Phi : X \times T \rightarrow X$ called *evolution operator* satisfying

1. $\Phi(x, 0) = x$, and
2. $\Phi(\Phi(x, t_1), t_2) = \Phi(x, t_1 + t_2)$

for $x \in X$ and all $t_1, t_2 \in T$ such that $(x, t_1), (\Phi(x, t_1), t_2) \in \text{dom } \Phi$.

A point $x \in X$ is also called a *state* of the system and $\Phi(x_0, t)$ the state at time $t$ (w.r.t. the initial value $x_0$). For a fixed initial value $x_0$ the function $\Phi(x_0, \cdot)$ is called *trajectory* through $x_0$. In this paper we only consider continuous-time systems where the time set is some real interval and the evolution operator is continuously differentiable with respect to time. The dynamics of such a system can be described by the solution of a system of autonomous first-order ODEs

$$\dot{y} = f(y), \quad y(t_0) = y_0$$

(2)

for some function $f : D \subseteq \mathbb{R}^d \rightarrow \mathbb{R}^d$ and $y_0 \in \mathbb{R}^d$.

We call Equation (2) an *initial value problem* (IVP) with initial value $y_0$. The corresponding solution function $y : \mathbb{R} \rightarrow \mathbb{R}^d$ of the IVP gives a trajectory of the system. We sometimes also write $g(t; t_0, y_0)$ for the solution function with initial value $y(t_0) = y_0$ to make the dependency on the initial value explicit.

In the following, we use multi-index notation for tuples of non-negative integers $\beta = (\beta_1, \ldots, \beta_d)$, i.e., for $\beta \in \mathbb{N}^d$ and $x \in \mathbb{R}^d$ it is $|\beta| = \beta_1 + \cdots + \beta_d$, $\beta! = \beta_1! \cdots \beta_d!$, $x^\beta = x_1^{\beta_1} \cdots x_d^{\beta_d}$ and $D^\beta f = D_{\beta_1}^1 \cdots D_{\beta_d}^d f$.

A function $f : U \rightarrow \mathbb{R}$ for $U \subseteq \mathbb{R}^d$ open is called *analytic* if for each $x_0 \in U$ there is an open neighborhood $V \subseteq U$ of $x_0$ such that for all $x \in V$ the power series expansion

$$\sum_{\beta \in \mathbb{N}^d} a_\beta (x - x_0)^\beta$$

converges to $f(x)$. A function $f : D \rightarrow \mathbb{R}$ on a (possibly) non-open domain $D$ is called analytic if it can be extended to an analytic function on some open domain $U \supseteq D$.

We further say a function $f : D \rightarrow \mathbb{R}^m, f(x) = (f_1(x), \ldots, f_m(x))$ is analytic if each of the component functions $f_1, \ldots, f_d : D \rightarrow \mathbb{R}$ are analytic. Any function analytic on some subset $D \subseteq \mathbb{R}^d$ can be extended to a complex analytic function on an open set $G \subseteq \mathbb{C}^d$. In this paper we only consider IVPs where the right-hand side function $f$ is analytic. By the Cauchy-Kowalewski theorem the solution function $y$ of such an IVP is again analytic.

### 3.1 Parameterized complexity for analytic initial value problems

Most results on IVPs in computable analysis assume the initial value to be fixed. In this work, however, we want to consider the average complexity over all initial values. We therefore first need to formalize how exactly the complexity of the solution depends on the chosen initial value. More formally, assume that we allow initial values from some set $A \subseteq \mathbb{R}^d$. We want to give a complexity bound for the solution function $Y : A \times [0, 1] \rightarrow \mathbb{R}^d$, $g(t; 0, y_0)$ that maps initial values at time 0 and time $t \in [0, 1]$ to the solution of the initial value problem at time $t$. Note that the restriction that the time is between 0 and 1 is somehow
arbitrary. However, for the average-case analysis in the following chapter it is reasonable to assume that the time is bounded as there is no natural choice for a distribution on time.

The domain of $Y$ are tuples $(y_0, t) \in A \times [0, 1]$ where the solution with initial value $y_0$ exists up to time $t$. As this domain is not necessarily compact, we can not expect to find a simple complexity bound on the whole domain. However, we can subdivide the domain into subsets depending on some natural parameter of the system and give a complexity not only in terms of the output precision $n$ but also in terms of an additional integer parameter. That is, we want to say that there is a uniform algorithm that computes the function on its whole domain and if we restrict the domain to some subset this algorithm runs in time polynomial in the output precision $n$ and some parameter depending on the subset. We formalize this in the following definition.

**Definition 3.** Let $f : D \subseteq \mathbb{R}^d \rightarrow \mathbb{R}^e$ be a computable real function and let $D = \bigcup_{i \in I} D_i$ be some (fixed) partition of its domain with index set $I$. We say $f$ is $C$-polynomial-time computable for a function $C : I \rightarrow \mathbb{N}$ if there is an oracle machine $M$ that

1. computes $f$ on all inputs $x \in D$, and
2. there is a polynomial $p : \mathbb{N} \rightarrow \mathbb{N}$ such that on inputs $x \in D_i$ the machine outputs a $2^{-n}$-approximation of $f(x)$ after at most $p(C(i) + n)$ steps.

We will usually partition the domain in terms of some positive real parameter $\alpha$ and use the short-hand notation “$f$ is $\alpha^{-1}$-polynomial-time computable on $D_\alpha$”. Formally, this means that $f$ is $C$-polynomial-time computable w.r.t. the partition of the domain $D = \bigcup_{\alpha > 0} D_\alpha$ and the function $C : \mathbb{R}^+ \rightarrow \mathbb{N}$, $C(\alpha) = [\alpha^{-1}]$.

Assume we are given an initial value problem (2) and the right-hand side function $f$ is analytic on some compact $K \subseteq \text{dom } f$. Then there is some integer $C_K$ such that the bound

$$|D^\beta f(x)| \leq C_K^{1+|\beta|} |\beta|$$

(3)

holds for all $\beta \in \mathbb{N}^d$ and $x \in K$ [10]. On the other hand, if for some $y_0 \in \text{dom } f$ the solution exists up to time $T$ then $y([0, T])$ is a compact subset of the domain. Thus, restricting $f$ to this set suffices to compute the solution.

We usually can not assume that $f$ is polynomial-time computable on its whole domain since its values can be unbounded. On the other hand on any compact subset $K \subseteq \text{dom } f$ of the domain, $C_K$ is an upper bound for the values of $f$. It is therefore a reasonable assumption that $f$ is $C$-polynomial-time computable where $C$ denotes a function that assigns each compact subset $K \subseteq \text{dom } f$ an integer $C_K$ as in Equation (3).

For simplicity let us from now assume that $T = 1$, i.e., we only consider initial values for which the solution exists up to time 1. The following theorem characterizes the complexity of the solution in terms of the parameterization given by $C$.

**Theorem 4.** Assume $f : D \subseteq \mathbb{R}^d \rightarrow \mathbb{R}^d$ is analytic and computable. Let $D_0 \subseteq D$ be some subset of initial values $y_0 \in D$ such that the solution $y$ to the IVP (2) with initial value $y_0$ exists for all $t \in [0, 1]$. For each $y_0 \in D_0$ let further $K(y_0) := y([0, 1]; 0, y_0)$ and $D' := \bigcup_{y_0 \in D_0} K(y_0)$. Assume there is a function $C : D_0 \rightarrow \mathbb{N}$ such that

- $f$ restricted to $D'$ is $C$-polynomial-time computable, and
- $C(y_0)$ is a derivative bound for $f$ on $K(y_0)$ as in (3).

Then there exists a $C$-polynomial-time computable function $Z : \mathbb{R}^d \times [0, 1] \times \mathbb{N} \rightarrow \mathbb{R}^d$ such that $Z(y_0, t, C(y_0)) = Y(y_0, t)$ for all $y_0 \in D_0$ and $t \in [0, 1]$. That is, $Z$ computes $Y$ when given $C(y_0)$ as additional information.

Note that in general it is not possible to effectively get the parameter $C(y_0)$ from the function [2, 20]. Thus, in the above theorem we have to provide it as an additional input. For most
natural systems, however, it is usually easy to get an upper bound for the parameter. We therefore assume that we can effectively get the parameter for the rest of the paper.

The main idea of the proof is that a simple power series based approach suffices to compute a local solution on some small time interval \([t_0, t_0 + \delta]\) in time polynomial in \(n + C(y_0)\) (see e.g. [17]). To get a solution on a bigger interval this algorithm can be iterated several times. To show theorem 4 it therefore suffices to show that polynomially in \(C(y_0)\) many iterations suffice and that it suffices to compute the intermediate values in each iteration with polynomial precision. The proof of the theorem is very similar to the proof of a recent result by Bournez, Graça and Pouly [1] for polynomial ODEs over unbounded time. We therefore chose to omit the details here. However, as both the statement and notation of our theorem are quite different from theirs, we included a proof in the appendix for completeness.

4 Average-case complexity for dynamical systems

While theorem 4 gives a very general characterization for the complexity of simulating initial value problems, it is usually not very useful as the complexity bound can differ for each initial value \(y_0\). In general there is no way around this as the trajectories for distinct initial values can be quite different. On the other hand, it might be the case that most trajectories behave nicely in the sense that they stay far away from singularities of the system. In that case, we would like to say that the simulation can “usually” be done efficiently. This notion can be made formal using average-case complexity.

Such an average-case analysis, however, requires that we can get a bound on the probability for a trajectory to come close to a singularity. Usually, there is no easy way to assign such a probability. On the other hand, if the system has the special property that the volume of subsets of phase-space is preserved over time then a small volume of singularities in phase space indicates that the set of initial values coming close to singularities is also small. A large class of dynamical systems that have this property are Hamiltonian systems.

A \(d\) degree-of-freedom (time-independent) Hamiltonian system is a 2\(d\)-dimensional dynamical system \(\dot{y} = f(y)\) where the state can be split into two variables \(y(t) = (q(t), p(t))\) for smooth functions \(q, p : \mathbb{R} \to \mathbb{R}^d\) that satisfy the system of 2\(d\) first order ordinary differential equations

\[
\dot{q}(t) = \frac{\partial H(p, q)}{\partial p}, \quad \dot{p}(t) = -\frac{\partial H(p, q)}{\partial q} \tag{4}
\]

for some smooth, real-valued function \(H : \mathbb{R}^{2d} \to \mathbb{R}\). The functions \(q\) and \(p\) are called the position and momentum of the system and \(H\) is called the Hamiltonian. We only consider time-independent systems where the Hamiltonian is constant over time and therefore is sometimes also called the energy of the system.

4.1 Average-case complexity for Hamiltonian system

In this chapter we define some criteria under which a given Hamiltonian system can be simulated in polynomial time on average. Here, it is more natural to formalize the results in terms of distance to complex singularities of a complex analytic extension instead of a derivative bound. We first (independently of the system being Hamiltonian or not) formalize the notion of a point being close to a (complex) singularity of an analytic function.

\[ \text{Definition 5.} \] Let \(f : D \subseteq \mathbb{R}^d \to \mathbb{R}^d\) analytic. For any \(\alpha > 0\) and \(A \subseteq D\) we define the following sets:
An $\alpha$-singularity is a state of the system where the distance to a singularity is at most $\alpha$. If the distance at time $t = 0$ is at least $2\alpha$ and there is an $\alpha$-singularity at time $t > 0$ there has to be some time $t'$ when $y(t')$ is $2\alpha$ close to the singularity. While the distance is between $2\alpha$ and $\alpha$ the velocity is bounded which can be used to bound the minimum time the particle has to spend in the green region.

1. $G(\alpha)$ is the set of points $x \in D$ such that there is a complex analytic extension $\tilde{f}$ of $f$ that is analytic on all $z \in \mathbb{C}^d$ with $|x - z| \leq \alpha$,
2. $N(\alpha) := D \setminus G(\alpha)$,
3. $R_A \subseteq D$ is the set of points reachable from $A$ in time $t \leq 1$, i.e., $x \in R_A$ if there is $y_0 \in A$ and $t \in [0, 1]$ such that $y(t; 0, y_0) = x$,
4. $G_A(\alpha) := G(\alpha) \cap R_A$ and $N_A(\alpha) := N(\alpha) \cap R_A$,
5. $A(\alpha) := \{y_0 \in A : y(t; 0, y_0) \in G(\alpha) \text{ for all } t \in [0, 1]\}$,
6. $B(\alpha) := A \setminus A(\alpha)$.

We call a point $x \in N(\alpha)$ an $\alpha$-singularity, $x \in A(\alpha)$ an $\alpha$-good initial value (or $\alpha$-bad for $x \in B(\alpha)$) and points in $R_A$ reachable points.

If we restrict the initial values to be contained in a set $A$ and the volume of $B(\alpha)$ is small in comparison to $A$ and if the growth of $f$ behaves “nicely” on $G(\alpha)$ then the simulation can be done in polynomial time on average:

**Theorem 6.** Let $f : D \subseteq \mathbb{R}^d \to \mathbb{R}^d$ analytic and computable. Consider the solution function $Y$ to the IVP (2) restricted to a bounded subset of initial values $A \subseteq D$. Assume that there is some polynomial $m : \mathbb{N} \to \mathbb{N}$ such that $|\tilde{f}| \leq m(\alpha^{-1})$ holds for any point in $G_A(\frac{\alpha}{2})$ and that $f$ on $G_A(\alpha)$ is $\alpha^{-1}$-polynomial-time computable. Then
1. $Y$ is $\alpha^{-1}$-polynomial-time computable on initial values in $A(\alpha)$, and
2. If there is additionally some constant $\gamma > 0$ such that $\frac{\lambda(B(\alpha))}{\lambda(A)} \leq \alpha^\gamma$ then $Y$ can be computed in polynomial time on average (w.r.t. the restriction of $d$-dimensional Lebesgue measure to $A$).

**Proof.** We show how to apply theorem 4 to prove the first part of the theorem. Let us first show that the polynomial $m$ can be used to get a derivative bound on $G(\alpha)$.

Assume $|\tilde{f}(z)| \leq M(\alpha)$ for all $z \in G(\frac{\alpha}{2})$ for a function $M$ with $M(\alpha) \geq \frac{2}{\alpha}$. For $z_0 \in G(\alpha)$, consider the polydisc $D = \prod_{i=1}^{d} D_i$ with $D_i := \{z \in \mathbb{C} : |z_{\alpha} - z| \leq \frac{\alpha}{2}\}$. Now, $\tilde{f}$ is analytic on $D$ by the definition of $G(\alpha)$. Furthermore $|\tilde{f}|$ is bounded on $D$ by $M(\alpha)$. By Cauchy’s
integral formula it follows
\[
|D^\beta f(z_0)| = \left| \frac{\beta!}{(2\pi i)^d} \int_{\xi_1 \in \partial D_1} \cdots \int_{\xi_d \in \partial D_d} \frac{f(\xi_1, \ldots, \xi_d)}{(\xi_1 - z_{0,1})^{\beta_1 + 1} \cdots (\xi_d - z_{0,d})^{\beta_d + 1}} \, d\xi_1 \cdots d\xi_d \right|
\leq \frac{\beta!}{(2\pi)^d} \left( \frac{2\pi}{\alpha} \right)^d \frac{M(\alpha)}{(\alpha)^{\beta + d}} = \beta! M(\alpha) \left( \frac{2}{\alpha} \right)^\beta.
\]

Therefore, \(|D^\beta f(z_0)| \leq \beta! M(\alpha)|\beta| + 1\) for all \(z_0 \in G(\alpha)\). As we assume that the set of initial values is bounded and \(t \in [0,1]\), it further follows that the absolute value of points in \(G_A(\alpha)\) is bounded by a linear function in \(M(\alpha)\). Thus we can apply theorem 4 using the partition of the domain into sets \(K_\alpha = G_A(\alpha)\) which concludes the proof of the first part of the theorem.

For the second part let \(\mu\) be the restriction of the Lebesgue measure to \(A\), i.e., \(\mu(B) = \frac{\lambda(B)}{\lambda(A)}\) for all measurable subsets \(B \subseteq A\). Let further \(A_i = A(2^{-(i+1)}) \setminus A(2^{-i})\), i.e., \(A_i\) contains the initial values where the minimum distance to a complex singularity for any \(t \in [0,1]\) is between \(2^{-i}\) and \(2^{-(i+1)}\). Since \(A_i \subseteq B(2^{-i})\) it holds \(\lambda(A_i) \leq \lambda(B(2^{-i}))\) and by assumption \(\mu(A_i) \leq 2^{-i+1}\). On the other hand \(A_i\) is contained in \(A(2^{-(i+1)})\) thus by the first part of the theorem and the assumption on the time bound of \(f\) it follows that \(Y\) is computable on initial values in \(A_i\) in time \(u(n + 2^i)\) for a polynomial \(u\). Since \(A = \bigcup_{i=0}^\infty A_i\) it holds
\[
\int_A \frac{1}{n} \frac{1}{T(x,n)} \, d\mu \leq \frac{1}{n} \sum_{i=0}^\infty \mu(A_i) T(A_i, n) \leq \frac{1}{n} \sum_{i=0}^\infty 2^{-i+1} u(n + 2^i).
\]

Let \(m\) be the highest coefficient of the polynomial \(u\) then for \(\varepsilon \leq \frac{2}{2m}\) the sum converges and thus \(\int_A \frac{1}{n} \frac{1}{T(x,n)} \, d\mu\) is bounded. \(\blacksquare\)

Theorem 6 holds even if the system is not Hamiltonian, but usually there is no simple way to get a bound for the measure for the second part of the theorem. For Hamiltonian systems, on the other hand, we can exploit the fact that they preserve phase-space volume over time (this is known as Liouville’s theorem). Thus, there is a relation between the volume \(\lambda(A(\alpha))\) of initial values leading to almost singularities and the volume \(\lambda(N_A(\alpha))\) of almost singularities in phase-space.

Saari uses a similar idea to show that for the three-body problem the set of initial values leading to collisions has measure 0. However, for our application we need a stronger quantification of how the measure correlates to the distance of the particles. The main difficulty is that almost singularities can occur at any time \(t \in [0,1]\). Thus, theoretically we would have to consider infinitely many “copies” of \(N_A(\alpha)\), one for each possible time. Saari manages to replace this by only countably infinite many copies which suffices to show that the set of initial values leading to collisions has measure zero. However, this approach does not suffice to give a bound for \(\alpha\)-singularities with \(\alpha > 0\). We therefore need a slightly more complicated idea to show that finitely many copies suffice in our case. Note, however, that Saari’s result holds for unbounded time while our idea is based on the time being bounded. In fact, a generalization of our result to unbounded time turns out to be false [27].

Let us now state our main theorem. As the property of preserving phase-space volume is in fact the only attribute we use about Hamiltonian systems, we can formulate the theorem in terms of the bigger class of volume-preserving (sometimes also called conservative) dynamical systems.

\textbf{Theorem 7.} Let \(\dot{y} = f(y)\) be a volume-preserving dynamical system with \(f : D \subseteq \mathbb{R}^d \rightarrow \mathbb{R}^d\) computable and analytic and let \(A \subseteq D\) be a bounded subset of initial values. Assume that
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- \( f \) is \( \alpha^{-1} \)-polynomial-time computable on \( \alpha \)-good initial values \( y_0 \in G_A(\alpha) \),
- for all \( \alpha > 0 \) the measure of \( \alpha \)-bad subsets of phase space is bounded by \( \lambda(N_A(\alpha)) \leq \alpha^\gamma \) for some \( \gamma > 0 \),
- \( \lvert \tilde{f} \rvert \) is bounded by \( M_\alpha := M([\alpha^{-1}]) \) for a polynomial \( M : \mathbb{N} \to \mathbb{N} \) on \( N(2\alpha) \setminus N(\alpha) \).

Then

1. \( \lambda(B(\alpha)) \leq \left( \frac{2M_\alpha}{\alpha} + 1 \right) \lambda(N_A(2\alpha)) \),
2. The solution function \( Y : \subseteq A \times [0, 1] \to \mathbb{R}^d \) is polynomial-time computable on average.

Proof. We only prove the first part. The second part then follows by applying theorem 6.

For any \( t \in [0, 1] \) let \( B_t(\alpha) \subseteq A \) be the subset of initial values that lead to an \( \alpha \)-singularity at time \( t \), i.e., \( y_0 \in B_t(\alpha) \) iff \( y(t; 0, y_0) \in N(\alpha) \). As the system is volume-preserving it holds \( \lambda(B_t(\alpha)) \leq \lambda(N_A(\alpha)) \) for all \( t \) and \( \alpha \). Obviously, \( B(\alpha) = \bigcup_{t \in [0, 1]} B_t(\alpha) \).

We now show that we can replace the infinite union by a union of finitely many slightly bigger sets. Let \( y(0) \in B_t(\alpha) \) for some \( t \in [0, 1] \), i.e., \( y(0) \) is an initial value such that \( y(t) \in N(\alpha) \). If \( y(0) \in N(2\alpha) \) then it holds that \( y(0) \in B_0(2\alpha) \) by definition. Otherwise there has to be some time \( t' > 0 \) where \( y(t') \in N(2\alpha) \setminus N(\alpha) \) for the first time (see Fig. 1). As for any \( z \in N(2\alpha) \setminus N(\alpha) \) by assumption \( \lvert \tilde{f}(z) \rvert \leq M_\alpha \). It follows that for any \( s \in [t', t' + \frac{\lambda(\alpha)}{M_\alpha}] \) the difference of the state at time \( t' \) and the state at time \( s \) can be at most \( \alpha \), i.e., \( y(s) \in G(\alpha) \). In particular, if \( y(0) \in G(2\alpha) \) and for some \( t \in [0, 1] \) it holds that \( y(t) \in N(\alpha) \) then there is some non-trivial time interval \( [t_1, t_2] \) of length at least \( \frac{\lambda(\alpha)}{M_\alpha} \) such that \( y(s) \in N(2\alpha) \setminus N(\alpha) \) for all \( s \in [t_1, t_2] \). Therefore, \( [t_1, t_2] \) contains some multiple \( t^* \) of \( \frac{\lambda(\alpha)}{M_\alpha} \). In particular, \( y(t^*) \in N(2\alpha) \) and thus by definition \( y(0) \in B_{t^*}(2\alpha) \). This shows that for the finite subset \( \{ t_k \}_{k \in [0, 1]} \) of multiples of \( \frac{\lambda(\alpha)}{M_\alpha} \) it holds that \( B(\alpha) \subseteq \bigcup_{k=1}^\infty B_{t_k}(2\alpha) \). By applying the fact that the system is volume-preserving it holds \( \lambda(B(\alpha)) \leq \lambda(N_A(2\alpha)) \) and thus the statement follows.

4.2 Average-case complexity for the restricted three-body problem

As an application of theorem 7 we show that the solution of the restricted three-body problem can be computed in polynomial-time on average. The classical three-body problem is the problem of predicting the motion of three point masses under their mutual gravitational attraction. An important special case is that we assume that one particle \( P_3 \) has much smaller mass than the other two \( P_1 \) and \( P_2 \). In that case \( P_3 \) does not influence the motion of \( P_1 \) and \( P_2 \) significantly. The problem can therefore be simplified by assuming that \( P_3 \) is massless. The motion of the heavy particles can then be seen as a two-body problem. A further simplification can be achieved by assuming that the heavy particles move on a circular orbit around their common center of mass and \( P_3 \) only moves in the plane defined by \( P_1 \) and \( P_2 \). This problem is known as the planar circular restricted three-body problem. In spite of being much simpler than the general problem, the restricted problem shares many of the properties of the \( N \)-body problem that makes it interesting for our analysis. In particular, the restricted problem is a Hamiltonian dynamical system where the equation of motion is given by an analytic initial value problem. There is no general closed form solution and the motion can be chaotic [15]. The restricted three-body problem has been studied extensively by mathematicians and engineers.

By choosing appropriate units of measurement and a rotating coordinate system, the system can be brought in a simpler, normalized form only depending on a single parameter \( \mu \in (0, 0.5] \). The masses of the particles \( P_1 \) and \( P_2 \) in the new units are given by \( \mu \) and \( 1 - \mu \), respectively. The position of the heavy particles in the rotating coordinate system remains fixed at \((-\mu, 0)\) and \((1 - \mu, 0)\). We use \( q = (q_1, q_2) \) to describe the coordinates of \( P_3 \) relative to that coordinate system (see Figure 2). A full derivation for the transformations as well as
The planar circular restricted three-body problem in normalized form. $P_1$ and $P_2$ are fixed at position $(-\mu, 0)$ and $(1 - \mu, 0)$. They have masses $1 - \mu$ and $\mu$ and influence the motion of the massless particle $P_3$ at position $(q_1, q_2)$.

Formulas to translate a solution for the normalized system to a solution for the non-modified system can e.g. be found in [11].

In Hamiltonian form the IVP can be written in terms of position $q \in \mathbb{R}^2$ and moment $p \in \mathbb{R}^2$ as

$$H(p, q) = \frac{1}{2} \|p\|^2 + q_2p_1 - q_1p_2 - \frac{\mu}{d_1} - \frac{1 - \mu}{d_2}$$

where $d_1 := \sqrt{(q_1 + \mu)^2 + q_2^2}$ and $d_2 := \sqrt{(q_1 + \mu - 1)^2 + q_2^2}$. This defines a dynamical system with phase space $\Gamma \subseteq \mathbb{R}^4$. We sometimes also consider the velocity of the particle given by $v(t) = (p_1(t) + q_2(t), p_2(t) - q_1(t))$ instead of the moment.

We assume that we start the simulation with initial values in the set $A$ of points $q_0, p_0$ with $|q_0| \leq 1$ and $|p_0| \leq 1$. We first make the additional assumption that the energy is bounded by some constant $h > 0$, i.e., it holds $|H(q_0, p_0)| \leq h$. We denote the subset of initial values satisfying this bound by $A_h$.

In this problem, an $\alpha$-singularity corresponds to the situation where $P_3$ gets close to either $P_1$ or $P_2$. Note that the absolute value of the moments tend to infinity when approaching a singularity. A bound on the volume of $\alpha$-singularities in phase-space is given by the following lemma.

- **Lemma 8.** For any $\alpha \in [0, 0.5]$, the Lebesgue measure of $N_{A_h}(\alpha)$ is given by $\lambda(N_{A_h}(\alpha)) \leq 8\pi^2 h \alpha^2$.

**Proof.** We show that for the set $N_1(\alpha)$ of points coming close to $P_1$ it holds that $\lambda(N_1(\alpha)) \leq \pi^2 h \alpha^2$. Then the claim follows as $N_{A_h}(\alpha) = N_1(\alpha) \cup N_2(\alpha)$. We first change to a new coordinate system $(x, v)$ in terms of position and velocity of the particle such that $P_1$ is at the origin (note that this change preserves volume). The Hamiltonian of the problem in these coordinates can be written as

$$E(x, v) = \frac{1}{2} \|v\|^2 - \frac{1}{2} \|x\|^2 + x_1\mu - \frac{\mu}{d_2} - 0.5\mu^2$$

Let $\Gamma \subseteq \mathbb{R}^4$ the phase-space of the problem. $\Gamma$ can be parameterized in terms of the position and the energy $E$ by

$$\Phi : (E, r, \varphi, \psi) \mapsto (r \cos(\varphi), r \sin(\varphi), R(E, r, \varphi) \cos(\psi), R(E, r, \varphi) \sin(\psi))$$

\[\text{(6)}\]
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with

\[ R(E, r, \varphi) := \sqrt{2E + \mu^2 - 2\mu r \cos(\varphi) + \frac{2\mu}{r} + \frac{2 - 2\mu}{d_2} + r^2} \]  

(7)

It is \( N_1(\alpha) \subseteq \Phi(G) \) with \( G := \lbrack -h, h \rbrack \times \lbrack 0, \alpha \rbrack \times \lbrack 0, 2\pi \rbrack \times \lbrack 0, 2\pi \rbrack \). Thus the volume can be bounded by

\[ \chi(N_1(h, \alpha)) \leq \int_{\Phi(G)} dq_1 dq_2 dv_1 dv_2 = \int_G |\det(D \Phi)| \, dr \, d\varphi \, d\psi = 4\pi^2 \cdot \alpha^2 \cdot h. \]

The last equality holds since \( \det(D \Phi) = r \). \( \checkmark \)

It further holds that a bound on the energy implies that both the position and the velocity of the particle are bounded as long as the particle does not get close to one of the singularities.

Lemma 9. For any \( q, v \in G(\alpha) \cap A_h \) it holds \( \|q\| \leq 2h + 10 \) and \( \|v\| \leq \sqrt{(2h + 11)^2 + \frac{1}{\alpha}} \).

Proof. Assume \( d_1 \geq \alpha \) and \( d_2 \geq \alpha \). The Hamiltonian in terms of the velocity is given by

\[ H(v, q) = \frac{1}{2} \|v\|^2 - \frac{\mu}{d_1} - \frac{1 - \mu}{d_2} - \frac{1}{2} \|q\|^2. \]

Thus the bound on the Hamiltonian implies the bound

\[ \|v\|^2 \leq 2h + \|q\|^2 + \frac{2}{\alpha} \]  

(8)

on the velocity.

Now assume \( \|q\| \geq 2 \) then both \( d_1 \geq 1 \) and \( d_2 \geq 2 \) and thus \( \|v\|^2 \leq 2h + \|q\|^2 + 2 \) holds.

Let \( h' = \max(h, 2) \) then \( \|v\| \leq h' + \|q\| \). Now consider for \( n \geq 1 \) the subsets \( U_n \) where \( n - 1 \leq \|q\| \leq n \). For \( n \geq 3 \), \( (q, v) \in U_n \) implies that \( \|v\| \leq h' + n \). In particular the minimum time to get from \( U_n \) to \( U_{n+1} \) is \( t_n := \frac{1}{h' + n} \). As for the initial values \( \|q\| \leq 2 \) the minimum time needed to reach a state where \( \|q\| \geq N \) is bounded by

\[ T_N := \sum_{i = 3}^{N} \frac{1}{i} = H_{N + h' + 3} - H_{h' + 3} \]

where \( H_N := \sum_{k=1}^{N} \frac{1}{k} \) denotes the \( N \)-th harmonic number. By the well known bound

\[ \gamma + \log(N) \leq H_N \leq \gamma + \log(N + 1) \]

it holds

\[ T_N \geq \log \left( \frac{N + h' + 3}{h' + 4} \right). \]

As the time is bounded by 1 it follows that \( \|q\| \leq 2h' + 6 \leq 2h + 10 \). Inserting this back into (8) yields

\[ \|v\| \leq \sqrt{2h + (2h + 10)^2 + \frac{2}{\alpha}} \]

from which the claim follows. \( \checkmark \)
From this it can be easily followed that the right-hand side function of the ODE system is computable in time polynomial in $\lceil \alpha^{-1} \rceil$ and $h$ and that a polynomial bound in those terms holds for complex analytic extensions of the function on $\mathbb{N}(2\alpha) \setminus \mathbb{N}(\alpha)$.

As for initial values it holds that the magnitude of both position and moment are bounded by 1, it follows from the Equation for the Hamiltonian (5) that high energy can only be due to particles being already close at time 0. In particular for $\alpha$-good initial values the following bound on the Hamiltonian holds.

▶ Lemma 10. Assume $\|q\| \leq 1$, $\|p\| \leq 1$ and $q, p \notin \mathbb{N}(\alpha)$ then $H(p, q) \leq 3 + \frac{2}{\alpha}$.

Thus the above polynomial bounds can all be stated only in terms of $\alpha$. In particular all conditions in theorem 7 are satisfied and thus the problem is polynomial-time computable on average:

▶ Theorem 11. Simulating the restricted three-body problem for time $t \leq 1$ for initial values $p_0, q_0$ with $|p_0| \leq 1$, $|q_0| \leq 1$ is possible in polynomial time on average.

5 Conclusion

We applied a recent definition of average-case complexity in analysis to problems in classical physics. We gave some general conditions which show that a continuous-time system can be computed efficiently on average. For the important special case of Hamiltonian systems, we showed that a simpler approach based on the volume of almost singularities in phase-space usually suffices. We applied our theory to the planar circular restricted three-body problem and showed that it indeed can be computed in polynomial time on average. The same can easily be done for some other simple dynamical systems.

However, our theory does not easily generalize to some other more complicated systems like the classical $N$-body problem as bounding the volume of singularities in phase space is more complicated for these systems. While we think that most systems in nature can indeed be simulated efficiently and that a similar result holds for, e.g., the general $N$-body problem it is unlikely that our approach can be easily adapted to this case as for $N > 4$ it is not even known if the set of initial conditions leading to singularities has measure zero.

Nonetheless, we hope that we can at least extend our theory to the general three-body problem and some other interesting problems in future work.
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A.1 Computing a local solution

We formulate the complexity result for the local solution as the following Lemma.

Lemma 12. Let $D \subseteq \mathbb{R}^d$ analytic and computable. Then there is an algorithm that given an initial $y_0 \in \mathbb{R}^d$, time $t \in \mathbb{R}$ and an integer $C \in \mathbb{N}$ such that $C$ is a derivative bound for $f$ on the closed ball $B_C(y_0)$ of radius $\frac{1}{2}$ around $y_0$ returns the solution $y(t)$ to the IVP (2) for any $t$ with $|t - t_0| \leq \frac{1}{4(d+1)C^2}$. Assume $f$ is $C$-polynomial-time computable on $B_C(y_0)$ then so is $y$ for all $t$ that satisfy the above bound.

Proof. Cauchy’s existence theorem guarantees that the solution exists and is analytic on this time-interval. The polynomial-time result has in principle already been shown, e.g., by Moiske and Müller [17]. The main idea is to first compute the coefficients of the power series of $f$ around $t_0$. Müller [19] showed that with the above bounds for any $\beta \in \mathbb{N}^d$ the coefficient $a_\beta$ is computable in time polynomial in $n + C + |\beta|$. Further, if the power series of $f$ around $y_0$ can be computed in time $T_f(n + |\beta|)$ then the $k$-th coefficient of the power series $(b_k)_{k \in \mathbb{N}}$ of any of the $d$ components $y_1, \ldots, y_d$ of solution function $y$ around $t_0$ can be computed from the power series of $f$ in time $O(k^d T_f(n + k^d))$.

For any $i = 1, \ldots, d$, the solution $y_i(t)$ for small enough $t$ can then be approximated by summing up the truncated power series $\sum_{i=0}^N b_i(t - t_0)^i$ for some $N \in \mathbb{N}$. It can be shown that $|b_i| \leq (d + 1)^i C^{2i}$. Therefore for any $t$ with $|t - t_0| \leq \frac{1}{4(d+1)C^2}$ it suffices to sum up $O(n)$ coefficients to make the truncation error less than $2^{-(n+1)}$. To additionally make the approximation error less than $2^{-(n+1)}$ and thereby the total error less than $2^{-n}$ it suffices to approximate each $b_i$ with error less than $2^{-(2n+1)}$. ◀

A.2 Extending to a global solution

We now prove the theorem by iterating the local solution algorithm. Let us first summarize the assumptions:

1. The right-hand side function $f : D \subseteq \mathbb{R}^d \to \mathbb{R}^d$ is analytic and computable,
2. The solution $y(t) := y(t; 0, y_0)$ exists for all time $t \in [0, 1]$,
3. Restricted to the set $K := y([0, 1]; 0, y_0)$ the integer $C$ is a derivative-bound for $f$, i.e., $|D^\beta f(x)| \leq C^{|eta|+1} |\beta|$ for all $x \in K$,
4. The algorithm computing \( f \) gives a \( 2^{-n} \) approximation of \( f(x) \) in time \( \text{poly}(n + C) \) on any \( x \in K \).

Note that each \( x \in K \) is bounded by \( |x| \leq C \) as it is in the image of \( y \).

We want to show that iteratively using the local solution algorithm yields a polynomial-time algorithm mapping initial values \( y_0 \in K \) and time \( t \in [0, 1] \) to the solution \( y(t) \) at time \( t \).

For this it suffices to show that we can always reach time 1 in polynomially many iterations and that it suffices to approximate all intermediate values with polynomial precision. For simplicity we fix the index \( i \) of the solution function \( y_i \) and simply denote it by \( y \).

By lemma 12 we can assume that there is an algorithm \texttt{LocalSolution} that computes for inputs \( y_0 \in K \), \( t \in [0, 1] \) and \( C, n \in \mathbb{N} \) with \( t \leq \frac{1}{2(d+1)C^n} \) a rational approximation \( q \in \mathbb{Q} \) such that \( |y(t; t_0, y_0) - q| \leq 2^{-n} \). For a suitable choice of the intermediate precision parameter \( m \),

**Algorithm 1** Solving Initial Value Problems

```plaintext
function SOLVE_IVP(f, y0, t, n, C)
    t\_curr ← 0
    y\_curr ← APPROX(y0, m)
    h ← \frac{1}{2(d+1)C^n}

    while t\_curr + h ≤ t do
        y\_curr ← LOCAL\_SOLUTION(y\_curr, h, m, C)
        t\_curr ← t\_curr + h
    return LOCAL\_SOLUTION(f, y\_curr, t - t\_curr, m, C)
```

Algorithm 1 computes an approximation \( q \) to the solution at any time \( t \in [0, 1] \) such that \( |y(t; t_0, y_0) - q| \leq 2^{-n} \). It remains to show that \( m \) can be chosen to be polynomial in \( n + C \).

The algorithm makes at most \( 2(d + 1)C^n \) steps to reach any time \( t \in [0, 1] \).

Let us first consider the error when computing the local solution \( y_i+1 \) from \( y_i \). There are two types of errors. The first one is due to the local solution algorithm only returning an approximation to the real solution with precision \( 2^{-m} \). The second kind of error arises because of the accumulated error in \( y_i \): Instead of solving the IVP problem with initial value \( y_i \), we use an approximation \( z_i \) of \( y_i \) as initial value. To bound the second kind of error we use the following fact:

**Lemma 13.** Assume \( f : \mathbb{R}^d \to \mathbb{R}^d \) fulfills the conditions above. Then each component function \( f_i : \mathbb{R}^d \to \mathbb{R} \) is Lipschitz-continuous on \( K \) with Lipschitz-constant \( L = \sqrt{dC^2} \).

**Proof.** This simply follows from the fact that all partial derivatives of \( f \) are bounded by \( C^2 \). ▷

This can be used to get a bound on the local error.

**Lemma 14.** Assume \( f \) fulfills the conditions above. Let \( y_0, z_0 \in K \) be initial condition with \( \|y_0 - z_0\|_{\infty} \leq \varepsilon \). Then for all \( t < \frac{1}{2(d+1)C^n} \) it is \( |y(t; y_0) - y(t; z_0)| \leq 2\varepsilon \).

**Proof.** It holds that \( y(t; y_0) = y_0 + \int_0^t |f(y(\tau))| \). Thus

\[
|y(t; y_0) - y(t; z_0)| \\
\leq |y_0 - z_0|_{\infty} + \int_0^t |f(y(\tau; y_0)) - f(y(\tau; z_0))| \, d\tau \\
\leq \varepsilon + \int_0^t L |y(\tau; y_0) - y(\tau; z_0)| \, d\tau
\]
By Grönwall’s Lemma [14, Chapter 1, Theorem 8.1] it follows that

$$|y(t; y_0) - y(t; z_0)| \leq \varepsilon e^{Lt}.$$ 

For $t \leq \frac{1}{2(d+1)C^2} \leq \frac{\sqrt{d}}{2(d+1)L}$ it then holds

$$|y(t; y_0) - y(t; z_0)| \leq \varepsilon e^{\frac{\sqrt{d}}{d+1}} \leq 2\varepsilon.$$ 

It is now easy to compute the total error for the algorithm depending on the parameter $m$ for the intermediate precision.

Lemma 15. Assume algorithm 1 needs $N$ iterations to reach the final time $t$. The total error $E$ is bounded by $E \leq 2^{N+1-m}$.

Proof. Let $E_k$ be the error of $y_{\text{curr}}$ after $k$ iterations of the while-loop in Algorithm 1. It is $E_0 \leq 2^{-m}$ and $E_{k+1} \leq 2E_k + 2^{-m}$. It follows by induction that $E_N \leq 2^{N+1-m} - 2^{-m}$. 

Since the maximum number of iterations is bounded by $N = 2(d+1)C^2$ to achieve precision $2^{-n}$ it suffices to choose $m \geq n + 2(d+1)C^2 + 1$ which proves the theorem.